Cooling of the Arctic and Antarctic Polar Stratospheres due to Ozone Depletion

WILLIAM J. RANDEL AND FEI WU

National Center for Atmospheric Research, Boulder, Colorado

(Manuscript received 13 January 1998, in final form 17 July 1998)

ABSTRACT

Long time records of stratospheric temperatures indicate that substantial cooling has occurred during spring over polar regions of both hemispheres. These cooling patterns are coincident with observed recent ozone depletions. Time series of temperature from radiosonde, satellite, and National Centers for Environmental Prediction reanalysis data are analyzed in order to isolate the space–time structure of the observed temperature changes. The Antarctic data show strong cooling (of order 6–10 K) in the lower stratosphere (12–21 km) since approximately 1985. The cooling maximizes in spring (October–December), with small but significant changes extending throughout Southern Hemisphere summer. No Antarctic temperature changes are observed during midwinter. Significant warming is found during spring at the uppermost radiosonde data level (30 mb, 24 km). These observed temperature changes are all consistent with model predictions of the radiative response to Antarctic polar ozone depletion. Winter and spring temperatures in Northern Hemisphere polar regions also indicate a strong cooling in the 1990s, and the temperature changes are coherent with observed ozone losses. The overall space–time patterns are similar between both hemispheres, suggesting that the radiative response to ozone depletion is an important component of the Arctic cooling as well.

1. Introduction

Ground-based and satellite observations show a dramatic decrease in ozone over Antarctica during Southern Hemisphere (SH) spring since about 1980 (Farman et al. 1985; Stolarski et al. 1986). Characteristics of the so-called ozone hole are reviewed in Solomon (1988) and WMO (1995), and recent updates are provided in Jones and Shanklin (1995), Hofmann et al. (1997), and WMO (1999). It was realized shortly after the ozone hole was discovered that the loss of ozone would have an impact on the radiative equilibrium of the Antarctic stratosphere, such that a cooling of order ~5 K would be anticipated (Shine 1986). Simulations using sophisticated general circulation models confirmed this hypothesis, and suggested that the strongest cooling would occur in the lower stratosphere during late SH spring (Kiehl et al. 1988; Cariolle et al. 1990; Mahlman et al. 1994; Ramaswamy et al. 1996; Shindell et al. 1997; Graf et al. 1998).

Observations of long-term temperature variability in the Antarctic stratosphere have shown evidence of strong coupling between ozone and temperature. Angell (1986), Chubachi (1986), Newman and Schoeberl (1986), Sekiguchi (1986), Newman and Randel (1988), and Randel and Cobb (1994) all noted strong correlation between contemporaneous ozone and temperature variations during SH spring. This observed coherence spans high-frequency month-to-month variability [where the ozone–temperature correlations are due to dynamics; see Newman and Randel (1988) and Wirth (1993)], in addition to low-frequency decadal trends (where the temperature should respond radiatively to ozone changes). A decadal-scale cooling of the Antarctic stratosphere during spring has been noted in a number of observational studies (Trenberth and Olson 1989; Koshelkov et al. 1992; Hurrell and van Loon 1994; Jones and Shanklin 1995). Randel (1988) showed large temperature and circulation differences in the SH during spring 1987, in conjunction with the largest Antarctic ozone depletion observed up to that time. However, because “natural” year-to-year meteorological variability is a maximum in the Antarctic during SH spring (the same period as the ozone hole), it requires a relatively long record to isolate low-frequency decadal changes. [It turns out that the temperature anomalies shown in Randel (1988) are somewhat larger than the decadal variations shown here, because 1987 was a relatively quiescent dynamical year.] Since the ozone hole has been evident now for somewhat over a decade, it is possible to directly compare pre- versus post-ozone-hole time periods to study details of the decadal-scale temperature changes.

Although the Arctic polar stratospheric vortex displays a large degree of “natural” interannual variability during winter, the decade of the 1990s has exhibited...
several particularly cold winters (namely 1993/94, 1994/95, and 1996/97; see Zurek et al. 1996; Pawson and Naujokat 1997; Coy et al. 1997). These cold years in the Northern Hemisphere (NH) have furthermore exhibited low ozone levels during winter and spring (Newman et al. 1997; Fioletov et al. 1997). The observed correlation between cold temperatures and low ozone in the Arctic is likely due to one or more of the following causes: 1) dynamically quiescent periods are associated with cold temperatures and reduction in ozone transport to polar regions, 2) cold temperatures lead to enhanced chemical ozone depletion, and 3) the radiative response to ozone loss results in colder temperatures. While in the case of Antartica it appears that temperatures are primarily responding to ozone loss (due to the agreement with ozone hole GCM simulations), the separation is not clear-cut in the Arctic (and indeed all of the above mechanisms are likely important).

The purpose of this work is to use long records of temperature observations to analyze the detailed space–time structure of the decadal-scale cooling observed in the Arctic and Antarctic. In particular, we aim to quantify the altitude structure of the cooling, and the detailed seasonality. For the Antarctic we utilize long records of radiosonde data for many stations that extend back to the late 1950s. We also use temperature records from the National Centers for Environmental Prediction (NCEP) global meteorological reanalyses (Kalnay et al. 1996), and satellite radiance measurements to examine both Antarctic and Arctic regions. The results show strong cooling of the Antarctic lower stratosphere in spring, and over the Arctic during winter–spring. The observed cooling in both hemispheres is statistically significant with respect to “natural” interannual variability. We furthermore compare the temperature changes to decadal-scale ozone depletion in both the NH and SH, and find strong space–time coherence. The good agreement with model calculations for the Antarctic suggests the temperatures are primarily responding to ozone loss. The overall similarity of observations between the NH–SH suggests that such a radiative response also contributes a large fraction of the observed Arctic cooling.

2. Data and analyses

a. Radiosondes

We analyze radiosonde observations from eight Antarctic stations with relatively long and continuous time records of lower-stratospheric data. These stations are shown below in Fig. 3, with time series extending back to approximately 1955–65 (depending on individual station). These radiosonde data provide reasonably complete records for the troposphere and lower stratosphere, for levels up to 50 or 30 mb, although some stations have regular missing observations during winter, or for certain subperiods [see Trenberth and Olsen (1989) for sampling details at Admunsden–Scott and McMurdo].

For altitudes above the 100-mb pressure level there is frequent loss of data during midwinter, due to balloon bursts. This is a common problem, and limits our analyses in the upper levels in midwinter.

We construct monthly temperature anomalies from the daily radiosonde data according to the method of Trenberth and Olson (1989). The daily data at each pressure level are fit to an annual cycle using a time mean plus four annual harmonics. The daily departures from this annual cycle are then averaged within each calendar month to produce monthly anomalies. The annual cycle is added back on if full temperature values are needed (with missing months still left blank).

b. NCEP reanalyses

We also analyze monthly mean temperatures from the NCEP reanalyses (Kalnay et al. 1996) with time series available spanning 1968–97. Time series of Antarctic radiosondes shown below also include NCEP reanalysis results interpolated to the station location for comparison. Statistical comparisons of these data over 1968–97 show mean differences (biases) between these data including 1) an NCEP warm bias of ~2 K in the lower stratosphere during winter (as found also by Manney et al. 1996), and 2) NCEP cold biases (up to ~3 K) for the east Antarctic coast stations (Syowa, Mawson, Davis, and Casey) in spring. Although there is reasonable agreement for interannual temperature variations between the NCEP reanalysis and Antarctic radiosondes at some stations, there are often large differences apparent for these same stations on the east Antarctic coast (see Fig. 3 below). Cross comparisons between stations give no reason to suspect the radiosonde data quality at these stations; rather, it is likely that there is some problem in the reanalysis for these locations. We also note an apparent discontinuity in reanalysis temperatures in the tropical lower stratosphere, probably due to the introduction of satellite data in 1978 (Mo et al. 1995).

c. MSU data

A homogeneous record of global lower-stratospheric temperature is available from the microwave sounding unit (MSU) channel 4 (Spencer and Christy 1993). Channel 4 measures the thermal radiation emitted from an atmospheric layer centered between approximately 50–150 mb (13–22 km), with a maximum response near 90 mb (17 km). We compare these satellite data with the radiosonde and reanalysis records, and find good overall agreement.

d. Decadal filtering

Figure 1 shows time series of October and December average 100-mb temperatures at Halley Bay from the radiosonde records and the NCEP reanalyses. Superimposed over the yearly time series in each plot is a
smoothed curve intended to highlight low-frequency, decadal-scale variations. These smooth time series in Fig. 1 clearly show a cooling at Halley Bay since about 1985 compared to pre-1980 climatology. The decadal-scale time series \( T_d(i) \) are calculated from the monthly means by a running weighted average over adjacent years according to

\[
T_d(i) = \sum_{j=-10}^{10} T(i + j)W(j). \tag{1}
\]

Here \( i \) and \( j \) are year indices, and \( W(j) \) is a Gaussian-shaped smoothing filter, with a half-width of 4 yr \( [W(j) = \exp(-j/4^2)] \). Besides highlighting decadal timescale variations, the weighting in Eq. (1) also provides a means of interpolating across short spans of missing radiosonde observations. Data on either end of the time series simply use one-sided weighting.

Estimates of natural, high-frequency interannual variability are used to calculate statistical significance for the decadal-scale changes. These are calculated by evaluating the year-to-year fluctuations about the smooth, decadal curves. The yearly rms deviation is calculated as

\[
T_{\text{rms}} = \left\{ \frac{1}{N} \sum_{i=1}^{N} [T(i) - T_d(i)]^2 \right\}^{1/2}. \tag{2}
\]

Figure 2a shows a contour plot of \( T_{\text{rms}} \) versus altitude and month of year for the Antarctic radiosonde data (averaged over the eight stations). This natural interannual variability shows a clear maximum (of order 3–5 K) during SH spring (September–December) in the stratosphere (altitudes above \( \sim 8 \) km). Figure 2b shows a similar calculation of \( T_{\text{rms}} \) for Arctic data (zonal means at \( 80^\circ \)N), derived from the NCEP reanalysis. The natural interannual variability in the NH peaks during winter–spring (January–March), substantially earlier than that in the SH. However, the magnitude of the natural variability is similar between Arctic winter and Antarctic spring (\( \sim 3–5 \) K).

Significant changes in the smoothed decadal-scale time series \( T_d(i) \), or in simple 5- or 10-yr means, are evaluated using the year-to-year variability \( (T_{\text{rms}}) \), together with the number of independent pieces of information \( (n) \) associated with the averaging. Specifically, the standard deviation \( (\sigma) \) of \( T_d \) is

\[
\sigma = \left( \frac{T_{\text{rms}}}{n - 1} \right)^{1/2}. \tag{3}
\]

The value of \( n \) for the Gaussian smoothing filter with half-width of 4 yr is 10 [evaluated using Blackman and
Tukey (1958, 24)). Hence the $\sigma$ appropriate to the decadal $T_d$ changes is $T_{rms}$ divided by 3. For the 5- or 10-yr average differences calculated below, we use Eq. (3) with $n = 5$ or 10, respectively.

3. Space–time patterns of Antarctic cooling

Time series of November 100-mb temperatures are shown in Fig. 3 for each of the eight Antarctic radiosonde locations. The low-frequency decadal trends show evidence of cooling since about 1985 at each station. The smoothed decadal variations for each radiosonde station are shown together in Fig. 4 for data during March, July, October, and November. Here temperature at each station is referenced with respect to a 1970–79 average of zero, and the appropriate decadal $2\sigma$ values [Eq. (3)] are also indicated (variability outside of $2\sigma$ indicates a significant departure from natural variability). This comparison highlights a significant decadal-scale cooling in spring after approximately 1985 with magnitude of 6–10 K, and shows that a similar variation is observed at most stations. Figure 4 furthermore shows that a smaller but significant cooling ($\sim 1$ K) is observed in late summer (March), but that no significant change is observed during winter (July) (except for data from one station, SANAE). The midwinter cooling trends observed in data from SANAE are questionable in light of the lack of trends at any other station (particularly the nearby Halley Bay), and we do not include SANAE in the average seasonal statistics below.

Figure 5 shows a contour plot of the temperature changes between the time periods (1986–95 minus 1970–79), plotted versus altitude and month, with significant changes noted with shading. This is derived from an average over the stations shown in Fig. 3, with the exclusion of SANAE (as discussed above). Figure 5 shows cooling in the lower stratosphere ($\sim 200–50$ mb; 12–21 km) throughout spring, with maximum ($\sim 6$ K) near 100 mb in November. The maximum November cooling between these decades is closer to 8–10 K for most of the stations (see Fig. 4); McMurdo and Casey show smaller differences ($\sim 4$ K) so that the average is somewhat above 6 K. Smaller magnitude ($\sim 1$ K) but significant cooling extends throughout summer. These data also show evidence of warming in the uppermost data level (30 mb) during spring. Time
Fig. 4. Time series of smoothed 100-mb decadal temperature anomalies at each Antarctic radiosonde station shown in Fig. 3, for Mar, Jul, Oct, and Nov. The anomalies at each station are normalized to a zero mean over 1970–79. The shaded region in each panel indicates a ±2 sigma level of natural variability [using Eq. (3)].

Fig. 5. Altitude–month profile of temperature differences between the decades (1986–95 minus 1970–79). Contour interval is 1 K, and shading denotes a 2-sigma statistically significant difference (with respect to natural variability). Data are unavailable during midwinter at the uppermost levels.

Fig. 6. Time series of Nov 30-mb temperature are shown in Fig. 6 for McMurdo and Mawson, and Fig. 7 shows the 30-mb decadal variations for all stations in November and December. Although there is some variability between stations, a significant warming is clearly suggested. Figure 5 also shows warming of ~1 K in the upper troposphere (500–300 mb) during midwinter (June–July). This warming is seen at most of the individual stations, although its origin is unknown.

Fig. 7. Time series of Nov 30-mb temperature at (a) Mawson and (b) McMurdo. Line legend is the same as Fig. 3.
FIG. 7. Time series of smoothed 30-mb decadal temperature anomalies at each radiosonde station for Nov and Dec. The anomalies are normalized to a zero mean over 1970–79, and the shaded region indicates a ±2 sigma level of natural variability.

FIG. 8. Global temperature trends derived from MSU channel 4 data spanning 1979–97. Contour interval is 0.5 K per decade, and shading represents a 2-sigma significant trend.

FIG. 9. Time series of MSU temperature anomalies (dashed lines) compared with the vertical integral of radiosonde data over 300–30 mb [using the MSU weighting function shown in Spencer and Christy (1993)]. There is reasonable agreement between interannual anomalies, although the agreement is not exact [and not as good as the midlatitude and tropical comparisons shown in Spencer and Christy (1993)]. This may be due to uncertainties in the exact weighting function structure, or neglect of radiosonde information above 30 mb (the upper level of regular reports). Comparison with the longer record of radiosonde data in Fig. 9 shows the clear decadal-scale cooling since the early 1980s.

4. Arctic and Antarctic variability in MSU and reanalysis data

Figure 8 shows temperature trends as a function of latitude and month calculated from MSU data spanning January 1979–December 1997. These trends were calculated using a standard regression analysis, including terms modeling the 11-yr solar cycle and stratospheric quasibiennial oscillation (e.g., Randel and Cobb 1994). These data show maximum trends over SH polar regions in spring (September–December), in agreement with the radiosonde records analyzed above. The consistency of the MSU and Antarctic radiosonde records is illustrated in Fig. 9, where time series of November temperature anomalies from MSU (interpolated to the station locations) are compared with the vertical integral of radiosonde temperatures over 300–30 mb [using the MSU weighting function shown in Spencer and Christy (1993)]. There is reasonable agreement between interannual anomalies, although the agreement is not exact [and not as good as the midlatitude and tropical comparisons shown in Spencer and Christy (1993)]. This may be due to uncertainties in the exact weighting function structure, or neglect of radiosonde information above 30 mb (the upper level of regular reports). Comparison with the longer record of radiosonde data in Fig. 9 shows the clear decadal-scale cooling since the early 1980s.

The MSU data in Fig. 8 furthermore show strong cooling of the Arctic polar stratosphere during winter–spring (January–April), with somewhat larger trends (up to −5 K decade$^{-1}$) than in the SH. Small but statistically significant negative trends are observed over midlatitudes in both hemispheres during summer, and overall
there is a high degree of global symmetry in lower-stratospheric temperature trends since 1979.

Time series of Arctic zonal-mean temperature anomalies in March at 80°N are shown in Fig. 10, from both NCEP reanalysis at 100 mb (1957–98) and MSU data (1979–98). Note there is a mean offset between the reanalyses at 100 mb and the MSU data (representative of the weighed average over ~150–50 mb), but this is unimportant as the focus here is on comparing interannual variations. These data are in good agreement in regards to interannual variability, both showing a substantial decline in temperature during the 1990s compared to prior climatology. March 1997 was the coldest on record in both datasets; March 1998 was somewhat warmer, but still ~3 K below the pre-1990 mean.

Figure 11 shows recent temperature changes versus altitude and month calculated from the reanalysis data. These temperature changes are calculated between the periods (1993–97 minus 1970–79), with results shown for 80°S (Fig. 11a) and 80°N (Fig. 11b). The time period 1993–97 is chosen because the strongest NH cooling has been observed only during the most recent years (see Fig. 10). Shaded regions in Fig. 11 denote statistical significance, using Eq. (3) (with n = 5) to evaluate natural variability for 5-yr means. The SH differences in Fig. 11a show reasonable agreement with the radiosonde differences shown in Fig. 5 (which were calculated for a slightly different time period), with a maximum cooling ~8 K near 100 mb in November. The reanalysis results in Fig. 11a (and the MSU trends in Fig. 8) show weak cooling during early winter (May–June) that is not observed in the radiosonde data. Figure 11b shows strong and statistically significant cooling (~4 to ~8 K) in the Arctic during January–April over much of the lower stratosphere, with a maximum in March. This Arctic cooling occurs about 2–3 months earlier in the season than the corresponding maxima in the SH. Note that in both polar regions the cooling does not extend into the troposphere (below 300 mb).

Figure 12 shows the reanalysis temperature differences between the periods (1993–97 minus 1970–79) at 100 mb, plotted versus latitude and month. The pat-
terns here are similar to the MSU trends over 1979–97 (Fig. 8) in high latitudes, showing significant cooling in the springtime polar regions of each hemisphere. The latitudinal extent of the cooling covers approximately 60° to the pole in both hemispheres. The reanalysis results furthermore show a region of warming in the Tropics (~20°N–S) that is independent of season, and not observed in the MSU data (Fig. 8). Time series of temperatures in this region (not shown) reveal a clear jump in the data near 1978, when Tiros Operational Vertical Sounder satellite temperature retrievals were first available and incorporated into the analyses (Kalnay et al. 1996). This discontinuity appears in the Tropics near 100 mb, and extends into the SH midlatitudes (~40°–60°S) as low as 300 mb. The introduction of satellite data apparently makes a large impact over these primarily ocean-covered latitude bands due to the lack of sufficient radiosonde observations in the lower stratosphere. The higher density of radiosonde observations over the rest of the globe may help prevent such biases from being introduced (in particular, the springtime polar cooling in both hemispheres are not an artifact). This tropical discontinuity suggests caution in interpretation of decadal variability in the lower stratosphere based solely on the NCEP reanalysis.

5. Comparison of ozone and temperature changes

In this section we show some direct comparisons of the observed ozone and temperature changes, in particular comparing behavior in the NH versus SH. Figure 13 shows long-term observations of column ozone over Antarctica in October [ground-based Dobson data from Halley Bay (Jones and Shanklin 1995) and Total Ozone Mapping Spectrometer (TOMS) satellite data (Stolarski et al. 1997)] together with the 100-mb radiosonde temperature data in October, averaged over the eight stations in Fig. 3. Although the exact beginning of the ozone depletion is unclear, both ozone and temperature time series show rapid declines beginning in the early 1980s. The seasonal variation of the ozone and temperature changes at 100 mb are shown in Fig. 14. Figure 14a compares ozone mixing ratios at 100 mb over the South Pole for the years 1967–71 and 1993–97. (b) Compares ozone changes between these periods (the difference of the upper two curves) with corresponding 100-mb temperature changes (derived from averaged radiosonde data).
loss, with largest changes over the altitude range 12–21 km, and maxima near 16 km (~100 mb). Overall, Figs. 13–15 demonstrate a consistency between Antarctic ozone and temperature changes for decadal, seasonal, and vertical profile variations.

Figure 16 compares column ozone and 100-mb (re-analysis) temperature variations in March over the Arctic. The column ozone data include monthly mean Dobson measurements at Resolute (75°N), together with TOMS satellite data averaged poleward of 63°N (from Newman et al. 1997). These time series are in qualitative agreement, showing a clear decline in ozone during the 1990s. A very similar behavior is seen in the temperatures, which echo the year-to-year variability and also the decadal downward trend. Note the Arctic time series in Fig. 16 are similar to the Antarctic data shown in Fig. 13, but lagging in time by approximately a decade.

The seasonal variation of ozone and temperature changes in the Arctic lower stratosphere are shown in Fig. 17. The ozone data here are from ozonesonde measurements at Resolute (75°N), spanning 1966–97 (see Fioletov et al. 1997; these data were kindly provided by V. Fioletov). Figure 17a shows the 100-mb ozone amounts averaged over different time periods, showing a clear decline in recent years (1993–97) during January–April. Figure 17b directly compares these ozone differences with corresponding 100-mb temperature differences at 80°N (the same results as in Figs. 11–12). This comparison shows that the Arctic ozone and temperature changes are highly correlated and approximately in phase (very similar to the Antarctic results shown in Fig. 14). It is significant that ozone loss and cooling are both observed in the high-latitude Arctic in January, as this region is in polar night (see discussion below).
6. Summary and discussion

Prior studies of temperature trends in the Antarctic stratosphere have shown springtime cooling (Trenberth and Olson 1989; Hurrell and van Loon 1994; Jones and Shanklin 1995). The analyses here have used long-term, updated radiosonde records from many stations to quantify the temporal and altitude structure of these Antarctic temperature changes. These radiosonde data show a near steplike temperature change between pre-1980 and post-1985 data. Cooling is observed throughout the lower stratosphere in spring, with a maximum (of order 6–10 K) near 100 mb in November. Smaller magnitude cooling (~1 K) persists throughout summer, and this cooling is statistically significant with respect to the small natural variability in the summer stratosphere. No significant stratospheric temperature changes are observed during SH winter. A warming is observed at the uppermost data level (30 mb) in spring.

Comparisons between the Antarctic radiosonde data and MSU satellite temperatures show good overall agreement. Although the MSU data extend back to only 1979, trends calculated since that time are consistent with the longer radiosonde data record (because the decadal changes occurred after 1980). The NCEP reanalysis also shows reasonable agreement with the radiosonde and MSU data for decadal trend variations. The MSU and NCEP data show that the springtime cooling is largely confined to the polar cap region (~60°S–pole).

The observed Antarctic temperature changes exhibit similar decadal, seasonal, and altitude behavior to that observed for ozone depletion (Figs. 13–15). The link between ozone loss and springtime temperature changes is made stronger by comparison with results from model simulations. A number of studies have imposed an ozone hole in a GCM to study the radiative and dynamical response (Kiehl et al. 1988; Cariolle et al. 1990; Mahlman et al. 1994; Ramaswamy et al. 1996; Shindell et al. 1997; Graf et al. 1998). These studies have produced similar overall results, namely a cooling of the lower stratosphere in spring with magnitude ~5–10 K, coupled with a warming of the upper stratosphere by ~5 K. Shindell et al. (1997) show substantial interannual variability in temperature (and ozone depletion), due to variations in planetary wave forcing in the model troposphere. A similar variability is observed in the real atmosphere (see Fig. 1), and this mandates relatively long time series before the decadal-scale changes can be isolated.

Stratospheric temperatures are also expected to decrease as a result of greenhouse gas increases (e.g., Rind et al. 1990; Tett et al. 1996; Graf et al. 1998). However, the predicted magnitude of such changes in the lower stratosphere for present conditions is of order ~0.5 K (Tett et al. 1996), which is an order of magnitude smaller than the springtime changes documented here. Shindell et al. (1998) have recently found stronger Arctic temperature changes in a GCM simulation of greenhouse gas increases, due to a feedback from changes in planetary wave propagation. However, such a strong seasonal signature is not reproduced in other model simulations at present.

The MSU and reanalysis data furthermore show strong decadal temperature trends in the Arctic lower stratosphere in winter–spring. This recent cooling of the NH lower stratosphere during winter (and intensification of the polar vortex) has been discussed by Zurek et al. (1996), Naujokat and Pawson (1996), Pawson and Naujokat (1997), and Coy et al. (1997). The cooling in the Arctic is strongest in the 1990s, and shows similar decadal and seasonal dependence to the observed NH spring ozone depletions (Figs. 16–17). There is an overall similarity in space–time structure of the ozone loss and cooling patterns that suggests the Arctic changes are similar to those observed in the Antarctic one decade earlier. Note especially that the coupled seasonal variations in Arctic ozone and temperature (Fig. 17) are similar to the variations seen in the Antarctic (Fig. 14). Although detailed model simulations have not been performed to date, the observed patterns suggest that the radiative response to ozone loss is likely important for the Arctic as well. Ramaswamy et al. (1996) and Graf et al. (1998) have calculated the response to global ozone loss using GCM simulations with imposed TOMS column ozone trends, together with assumptions regarding the vertical profile and trends in polar night. Their results show strong Arctic cooling in late spring (April–May), but not in winter (as observed here). How-
ever, the imposed ozone trends in these runs did not include strong ozone losses in winter [like those observed in January–February at Resolute (Fig. 17)], because of lack of TOMS data in polar night. Hence it is not straightforward to compare those simulations with the Arctic observations here.

In spite of the overall similarity between hemispheres, there is one important distinction between the NH and SH polar cooling patterns. While the SH cooling occurs primarily in spring (after the sun returns), there is cooling observed in the NH throughout winter–spring (January–April; see Figs. 11 and 17). The NH winter ozone loss and cooling occurs prior to the time when the sun returns to high latitudes (early February at 75°N), and there are several possible interpretations. First, ozone depletion in polar night can still cause a thermal response in the lower stratosphere, because ozone absorbs a significant amount of infrared radiation from the troposphere (Ramanathan and Dickinson 1979). Also, because the Arctic polar vortex is often highly asymmetric, air parcels experience large latitudinal excursions and air with mean latitude of 75°N may see substantial sunlight during the month (and hence be subject to ozone ultraviolet heating). This is a mechanism that could also produce photochemical ozone depletion. There is also evidence that the Arctic stratospheric cooling is linked to tropospheric dynamical variability. Coy et al. (1997) note a decrease in planetary wave forcing from the troposphere, correlated with the recent cooling. The recent studies of Kodera and Yamazaki (1994), Graf et al. (1995), Kodera and Koide (1997), and Thompson and Wallace (1998, 1999, manuscript submitted to J. Climate) find coherence between polar stratospheric temperature changes and large-scale tropospheric circulation anomalies, suggesting a low-frequency oscillation of the NH winter climate extending into the lower stratosphere. Such circulation changes would also be expected to influence ozone, in a manner coherent with temperature changes (e.g., Randel and Cobb 1994). It is not straightforward to separate such dynamical temperature changes from those associated with a radiative response to ozone losses in the NH. We simply point out that there is a strong similarity in polar temperature and ozone trends between hemispheres, and this suggests that some component of the NH spring cooling is attributable to ozone loss.

Because chemical ozone depletion over polar regions is related to the presence of cold temperatures (below approximately 195 K; see WMO 1999) and sunlight, any winter or springtime cooling due to ozone loss radiative effects has the potential for positive feedback (i.e., ozone loss → colder temperatures → more ozone loss). This effect is clearly demonstrated in the modeling results of Austin et al. (1992), where this mechanism led to chronic Arctic ozone hole formation in a doubled CO₂ climate simulation. The effectiveness of such a feedback is related to how the radiative temperature change affects the seasonal cycle of temperature, in particular in relation to the ~195 K threshold; such a threshold is well correlated with chemical ozone depletion (see Chipperfield and Pyle 1998). Figure 18 shows the seasonal cycle of average minimum temperatures over the SH and NH for the years 1970–79 and 1993–97, calculated from NCEP reanalysis. Here the daily minimum temperatures are calculated for each year and then averaged over the 5- or 10-yr samples.
temperatures, measurements of reactive chlorine at 80°N (Donovan et al. 1997) showed elevated levels throughout March, confirming a chemical loss mechanism contributing to the observed low ozone [as modeled in the simulations of Chipperfield and Pyle (1998) and Lefevre et al. (1998).]

A second type of feedback effect is related to the influence of springtime cooling on polar vortex structure and ozone transport. A colder and more intense (and more persistent) polar vortex is associated with less dynamical transport of ozone from the tropical photochemical source region into high latitudes. Manney et al. (1997) have concluded that the anomalously strong Arctic vortex in spring 1997 was a dominant factor for the observed low polar ozone, while Lefevre et al. (1998) calculate that up to half of the 1997 ozone reduction was due to weakened transport. Furthermore, Zurek et al. (1996), Coy et al. (1997), and Waugh and Randel (1999) have documented an intensification and enhanced persistence of the lower-stratospheric Arctic vortex in spring during the 1990s, consistent with the cooling documented above. To the extent that ozone radiative effects contribute to the observed NH cooling in winter and spring, they also contribute to a stronger vortex and relatively less dynamical transport of ozone. Again, the recent changes will have relatively stronger impact in the NH, because ozone transport is stronger and relatively more important than in the SH.

In summary, both chemical and dynamical feedback effects associated with low temperatures may contribute to springtime ozone reduction. However, it is difficult to separate chemical versus transport effects on ozone, and hard to identify feedback effects in observed data (particularly given the large degree of natural interannual variability in the NH). What is clear from observations is that on a decadal timescale 1) NH ozone levels have decreased during spring, and 2) temperatures have cooled and the polar vortex becomes stronger. More specific attribution of cause and effect will require extensive modeling studies.
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